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Abstract—The paper is intended as a guideline for the research
regarding past, recent, and future AI threats and vulnerabilities.
We start by exploring today’s context, implementation, and
vulnerabilities of AI systems. We then look at the current
perspective on AI threats and taxonomy. Further, we focus on the
latest types of AI-related attacks and elaborate on the adversarial
attacks. The approach to adversarial attacks is both offensive and
defensive as we present current techniques for misleading and
improving the robustness of the AI models. Finally, we propose
some perspectives on further work and contributions to research
on AI vulnerabilities.

Index Terms—AI threats, vulnerabilities, ML-DL, adversarial
attacks, model enhancement

I. INTRODUCTION

We’ve embraced AI in our everyday lives and leveraged its
advantages in industry, healthcare, fraud detection, customer
service, natural language processing, computer vision, and
autonomous vehicles. However, the expanding use of AI, and
in particular deep learning (DL), in real-life applications and
critical systems obliges us to focus beyond the benefits and
more on the advert threats and vulnerabilities.

Shaping the digital future, legislation and frameworks have
already been developed by authorities and international forums
and organizations. Addressing risks involving AI applications
the EU, in the AI ACT [1] determines a risk-based level of
applications and tries to set clear requirements for each type
of risk-level application and the system that integrates them.

“High-risk AI systems shall be resilient against attempts
by unauthorised third parties to alter their use, outputs or
performance by exploiting system vulnerabilities. The tech-
nical solutions aiming to ensure the cybersecurity of high-risk
AI systems shall be appropriate to the relevant circumstances
and the risks. The technical solutions to address AI specific
vulnerabilities shall include, where appropriate, measures to
prevent, detect, respond to, resolve and control for attacks try-
ing to manipulate the training data set (data poisoning), or pre-
trained components used in training (model poisoning), inputs
designed to cause the AI model to make a mistake (adversarial
examples or model evasion), confidentiality attacks or model
flaws.”[1]

Considering the above, the work outlines the vulnerabilities
of AI, with a focus on the ML models and their security
concerns facing adversarial attacks.

II. AI INCIDENTS

AI incidents, their behavior, and their occurrence are a big
concern for lots of organizations that categorize, keep track
of, and build databases for further analysis (e.g. AI Incident
Database [2],[3]).

From the harms of relevance to the public policy community
of AI incidents perspective, the CSET (Center for Security
and Emerging Technology) AI Harm Taxonomy characterizes
the harms, entities, and technologies involved in AI inci-
dents and the circumstances of their occurrence. According
to their database, the fields most affected are information and
communication, transportation and storage, arts, entertainment
and recreation, law enforcement, wholesale and retail trade,
public administration, human health and social work, and
administrative and support services.

Another taxonomy, described in [4], the Goals, Methods,
and Failures (GMF) taxonomy is a failure cause analysis
taxonomy for AI systems in the real world. The most af-
fected technologies highlighted in the incident database are
autonomous driving, chatbot, face recognition, automatic skill
assessment, content search, deepfake video generation, robotic
manipulation, autonomous drones, and voice generation.

In digital security, when it comes to specially designed
attacks we can consider these three concepts assets, vulnera-
bilities, and threats that can be addressed based on their layer
(e.g. data, software, storage, system, and network).

Some public databases refer to TTPs (Tactics, Techniques,
and Procedures) such as Adversarial Tactics, Techniques, and
Common Knowledge (ATT and CK) [5]. Traditional attack
phases are divided into pre-attack phases and attack phases.

III. ADVERSARIAL ATTACKS

The findings of Szegedy [6] ,[7] along with other research
[8], [9], [10] made it clear that neural networks, by design,
are vulnerable to attacks in the form of adversarial noise, also
known as adversarial perturbations or adversarial examples.

This type of attack refers to applying subtle perturbation
to input data to mislead or cause errors in machine learning
models. No matter the domain or the target data, the amount
of adversarial noise crafted over the original input data is de-
signed to be undetected or hard to detect by human observers
while significantly impacting the AI model’s predictive out-
come. In terms of security concerns, aside from the method’s
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stealthiness and transferability, another big threat lies in the
fact that this can be performed even if the adversary lacks
access to the underlying model.

A. Status quo

Organizations such as Mitre study the adversarial threats
and built a documented platform, ATLAS (Adversarial Threat
Landscape for Artificial-Intelligence Systems)[11] for ad-
versary tactics and techniques against Al-enabled systems.
Machine learning attacks follow the same phases but with
techniques and procedures adapted to the ML context [11]:
Pre-attack phases, that involve reconnaissance and resource
development. In this stage, the hostile actors gather infor-
mation and capabilities to support further attacks, obtain
relevant ML artifacts, and target ML capabilities used by
the victim. The attack phase starts with the Initial Access
when hostile actors try to approach the local, or cloud-enabled
ML system (e.g. the network, mobile device, or a sensor
platform). After that, adversaries can interact with the ML
model through an available API or indirectly via a product or
service that integrates the ML model as part of its processes.
In the execution phase, one can run malicious code in ML
artifacts or software. To ensure the persistence of the attack,
maintain some artifacts on the victim system, or keep access
to the system, adversaries may introduce a backdoor into
the ML model. Inserting a backdoor trigger ensures that the
vulnerability can be activated at a later time by specific data
samples. The privilege escalation tactics are most suitable in
LLM-enabled systems, where hostile actors can gain higher-
level permissions on a system performing techniques like
LLM Prompt (Direct, Indirect), LLM Plugin Compromise,
and LLM jailbreak. Special actions are performed to evade
the defense and avoid attack detection at the ML level (e.g.
against malware detection). Keylogging or credential dumping
techniques are used to steal credentials, such as account names
and passwords, in the Credential Access phase. The attack
on the ML model can include proxy models, poisoning the
target model, or generating adversarial data to feed the target
model. From ML’s perspective, in Exfiltration the adversary is
trying to obtain machine learning artifacts or other information
on the ML-enabled System. Finally, by disrupting availability
and integrity and interfering with business and operational
processes, unfriendly entities act by manipulating, interrupting,
misleading, or destroying machine learning systems and data.

B. Adversarial attacks taxonomy

Adversarial attacks are responsible for many of the AI
incidents above and are to be categorized in several ways, con-
sidering the attacker’s information and goal, the place in the
ML system, and the type of model being targeted. Considering
the attacker’s knowledge there are white-box, black-box, and
grey-box attacks. The White-box attacks scenario [12][13] is
where hostile actors have information and access to the AI/ML
model and know the configuration, parameters, and data used
to train it.

In the Black-box attacks[14][15][16][17][18], hostile actors
don’t have prior information on the AI/ML model and don’t
know the configuration, parameters, and data used to train it. In
this scenario, the attackers rely only on the inputs and outputs
behaviors of the system (e.g. through the model’s API). In
transferability Attacks, also known as Grey-box attacks, the
attacker leverages the transferability of adversarial examples,
exploiting shared vulnerabilities across different ML models.
This involves using adversarial examples created to deceive
one specific machine learning (ML) model and mislead other
ML models.

From the attacker’s goal perspective, we can talk about
targeted and untargeted attacks. While the untargeted actions
aim for example just to misclassify the data and maximize
the classification error, the targeted ones try to mislead the
ML prediction into a specific way or outcome. The location
in which the attack in the ML application pipeline is being
performed can also be a way to classify focus on manipulating
the training data, through poisoning or training attacks, on
creating a backdoor in the ML model, or targeting the deployed
models and applying inference or evasion attacks. The goal of
poisoning [19][20] is to infect the training data to compromise
the model’s integrity early in the learning phase. The backdoor
approach [21][22] is to implant a specific trigger pattern that
can be activated at need. Taking advantage of the model’s
vulnerabilities, the inference and evasion attacks generate
adversarial examples that are hard to detect but force the model
to produce incorrect results.

If we were to take into consideration the targeted AI model
we could split the ML attacks into DNN-based and other types
of models. There are several studies and incidents based on al-
gorithms and models that use Naive Bayes, Logistic Regretion,
Decision Tree, SVM, PCA/LASSO, clustering, Graph Neural
Networks [23], Binarized Neural Networks (BNNs) [24],
Spiking Neural Networks [25][26], cellular neural networks
[27], Diffractive Deep Neural Network [28].

The popularity of the DNNs makes these models more prone
to adversarial attacks. The DNN domain is mostly represented
by the Convolutional Neural Networks - CNN (Yolo [29],
stochastic CNNs [30]) and the GAI (transformer-based neural
networks [31], generative adversarial network (GAN) [32],
LLM[33][34]) subdomains.

Attacks don’t occur solely in the digital space as adversaries
may also act directly, to manipulate the physical environment,
for ML systems that capture and use real-world data. As digital
attacks imply the adversary has direct access to the data fed
into the model, physical ones don’t have knowledge about the
digital representation of the data, and the model is directly
fed with sensor inputs (e.g. images from video cameras and
microphones).

C. Generating adversarial samples

Several methods for generating adversarial examples have
been proposed in different studies:

• BFGS or L-BFGS is one of the first types of attack.
It was exemplified by Szegedy et al. [7] and uses the
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Limited Memory Broyden–Fletcher–Goldfarb–Shanno L-
BFGS optimization algorithm. Though efficient, it uses
an expensive linear search method to find the optimal
value, which is time and computational-consuming. Fur-
ther, Zhang, Jiebao, et al. [35] propose incorporating the
perturbation pixel selection strategy into Limited Pixel -
BFGS (LP-BFGS);

• Fast Gradient Sign Attack technique (FGSM)[6][36] was
introduced by Ian Goodfellow et. all, and is a simple yet
efficient technique for generating adversarial examples
in white-box attacks. The method implies computing the
loss, the gradient of the image, and based on that, slightly
modifying the image pixels in the gradient’s direction
to maximize the loss. There are lots of optimization
based on FGSM: Complex-FGSM [37], Basic Iterative
Method (BIM)- Iterative FGSM (IFGSM), Momentum
Iterative-FGSM (MI-FGSM [38]), Adaptive FGSM (Ada-
FGSM[39], Adam-FGSM [40]), and F-MIFGSM [41].

• DeepFool[42], based on an iterative linearization of the
classifier, can also be used for computing adversarial
examples and generating minimal perturbations that are
sufficient to change the classification labels of state-of-
the-art classifiers.

• Projected Gradient Descent (PGD)[43][44][45] generates
adversarial examples by applying small but iteratively
adjusted perturbations to the input data, to maximize the
model’s prediction error. Compared to similar tactics, this
method is more effective, more complex has a more fine-
grained control, is more flexible and it’s able to bypass
simple defense mechanisms.

• CW2(Carlini and Wagner)[46][43] attack refines the ad-
versarial example through multiple iterations. The method
manages to generate small perturbations with high im-
pact, making it suitable for inconspicuous real-world
scenarios

• Jacobian-based saliency map (JSMA)[47] is a targeted
attack that iteratively saturates a few pixels in an image
to their maximum/minimum values. Some improved ver-
sions of the JSMA are Weighted JSMA (WJSMA)[47],
Taylor JSMA (TJSMA)[48], Euclidean Jacobian-based
Saliency Maps Attack(EJSMA) and Rapid Jacobian-
based Saliency Maps Attacks(RJSMA) [49];

• SparseFool[50] a geometry-inspired sparse attack that
exploits the low mean curvature of the decision boundary
that is fast and can scale to high dimensional data.

• Edge Manipulation method via Hierarchical Deep Rein-
forcement Learning (EMHDRL)[23] is a method used
against graph neural networks (GNNs) that has strong
transferability, improves the imperceptibility of GNNs
attacks by assuring the whole graph remains unchanged,
and reduces the performance of GNNs in classifying.

• Like noise-based attacks, Generative Adversarial Net-
works (GANs)[51][52][53][54] create adversarial sam-
ples by generating perturbation to input images to force
the model to misclassify to a specific target class.

• Zeroth-Order Optimisation Attack (ZOO)[55] is a black-

box attack inspired by the CW. The attack uses the zeroth-
order optimization for the input image and the confidence
score vector output of the black-box DNN.

• One pixel [56] attack is a method for generating one-
pixel adversarial perturbations. This method is suitable
for black-box attacks since it requires modifying just one
pixel in the input image.

• Adaptive Decay Attack (ADA) is a method proposed in
speaker recognition attack [57] which is stealthiness is
very close to the CW2(Carlini and Wagner), with much
less computation time than CW2.

• The quantum adversarial sample generation algorithm
(QASGA) [58] encodes real samples into quantum states
and superimposes them with the generated perturbations,
using the qGAN [59][60], to build the adversarial sam-
ples.

• Generating multiple transformed images by randomly
rotating the original images enables the rotation model
enhancement algorithm [61] to craft adversarial examples
with a single model, and boosts attacks on multiple
models, increasing the transferability and success rate for
black-box attacks.

• Adversarial Transformation Networks (ATNs) [62], [63]
are a type of neural network that generates adversarial
example against a target network or set of networks that
can be trained in a black-box or white-box manner.

D. Mitigation

Defense mechanisms: Akhtar and Mian [64] proposed three
groups for categorizing defenses against adversarial attacks:

• methods that modify the target models for robustness,
• methods that alter inputs to remove perturbations (Defen-

sive Distillation, GAN, Autoencoders ) and
• methods that integrate external modules into the model.
Among some of the most popular methods for enforcing the

robustness of the AI models against adversarial attacks are:
• Defense-GAN is a framework trained to model the dis-

tribution of unperturbed images and can find a close
output to a given image that does not contain adversarial
changes.

• DRAGAN [65] (Deep Regret Analytic Generative Ad-
versarial Networks) uses GANs to resist attacks in im-
age classification tasks. Using an improved version of
the Defense-GAN, the method focuses on training the
GAN on unperturbed images. It then uses the GAN to
reconstruct the input images before sending them to the
classifier.

• Using Convolutional Auto-Encoders, that effectively
counter adversarial perturbations introduced to the input
images is possible to enhance the robustness of targeted
classifier models against adversarial attacks [66].

• Purifying Variational Autoencoder (PuVAE) [67] is a
method that is being proposed to clean adversarial ex-
amples. The performance and robustness of PuVAE have
been tested against various attack methods. The test
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results indicate that the method is competitive with state-
of-the-art solutions and 100 times faster than the Defense-
GAN.

• Enhancing the model’s robustness with adversarial train-
ing by using adversarial examples among the training
dataset is a common technique employed in different
applications [68], [69], [70].

• Using approximate computing based on pseudo-random
bit-streams, stochastic computing (SC) [71], [72] is pre-
sented as a novel mechanism to build (SCNNs) and fortify
NN models against adversarial attacks.

• The generative framework, Evasion Vaccination ( EVAX)
[73] is an accurate detector that is not fooled by evasive
attacks and can generalize to novel zero-day attacks.

IV. NEXT STEPS

Based on the actual state, there are several ways to con-
tribute to research in the AI vulnerabilities field.

The next step could be a state-of-the-art survey on adver-
sarial attacks, both offensive and defensive with digital and
psychical applications. The research may also contain a com-
parative benchmarking on the latest adversarial attack methods
based on their success rate, transferability, or stealthiness on
the latest AI open-source computer vision object detection
models.

Alternatively we could be researching the impact of ad-
versarial attacks on trend or promising technologies and
applications. The repercussions that adversarial attacks may
have on continuous learning models are startling. Studding
and enforcing these models, especially in real life application
scenarios would have clear advantages.

Further research of impact of adversarial attacks on multi-
modal large language models or vision language mod-
els(VLM) would also be of great use as application based
on these technologies are on growing trend.

All course of action above can have a focus on psychical
world scenarios with real-live application implications.
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